HIV-1 Gag co-opts a cellular complex containing DDX6, a helicase that facilitates capsid assembly
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Introduction

Capsid assembly is a key step in the HIV-1 life cycle and involves multimerization of ~3,000 Gag polypeptides at the plasma membrane (PM) to form the immature capsid shell that surrounds and protects the viral genome. Gag is synthesized in the cytoplasm and then targets to the PM, where the spherical immature capsid assembles and undergoes budding and release (Demirov and Freed, 2004; Martin-Serrano and Neil, 2011). Several studies have advanced our understanding of these events. Specifically, a recent study suggested that genomic RNA (gRNA) first associates with a small number of Gag polypeptides in the cytoplasm (Kutluay and Bieniasz, 2010). This Gag–gRNA complex, which may also contain host RNAs, then targets to the site of assembly at the PM. Gag targeting requires exposure of the N-terminal myristate in Gag, which in turn is stabilized by Gag multimerization and by Gag binding to phosphatidylinositol-(4,5)-bisphosphate at the PM (Bieniasz, 2009; Chukkapalli and Ono, 2011). Additionally, recent light microscopy studies suggest that Gag stably anchors the gRNA to the PM (Jouvenet et al., 2009; Kemler et al., 2010), where Gag continues to multimerize, ultimately forming fully assembled immature capsids.

Despite these advances, the role of cellular proteins in facilitating events of capsid assembly remains unclear. A biochemical approach we previously established to help address this question showed that assembling HIV-1 Gag progresses through a stepwise, ATP-dependent pathway of discrete assembly intermediates (AIs), defined by their S values (~10S, ~80S, ~150S, and ~500S), culminating in production of fully assembled immature capsids (~750S; Lingappa et al., 1997; Dooher et al., 2007). AIs contain HIV-1 Gag, GagPol, and Vif but form even when HIV-1 Gag is expressed in the absence of other HIV-1 gene products (Lingappa et al., 1997; Zimmerman et al., 2002; Dooher et al., 2007). Pulse-chase analyses established that Gag progresses sequentially through these AIs and into
released virus (Lingappa et al., 1997; Dooher et al., 2007). The ordered progression of Gag through AIs was corroborated by the observation that assembly-defective Gag mutants are arrested at specific points in this assembly pathway (Lingappa et al., 1997; Singh et al., 2001; Dooher and Lingappa, 2004; Dooher et al., 2007; Klein et al., 2011). Progression of Gag through the assembly pathway was found to be ATP dependent even though Gag does not bind ATP (Lingappa et al., 1997), suggesting that cellular ATP-binding proteins facilitate capsid assembly. This led to the identification of ABCE1 (ATP-binding cassette protein E1), a cellular ATPase that associates with Gag in the ~80S, ~150S, and ~500S AIs, termed high–molecular weight (HMW) AIs, and facilitates HIV-1 capsid formation (Zimmerman et al., 2002). Interestingly, ABCE1 was found to be essential for West Nile virus replication using an siRNA screen (Krishnan et al., 2008), suggesting that it may facilitate replication of several viruses. However, because ABCE1 is an essential host protein, elucidating its mechanism of action during HIV-1 assembly has been difficult.

Here, we asked whether HIV-1 HMW AIs contain proteins found in processing bodies (PBs). PBs are sites where nontranslating RNAs localize for decapping, 5′ to 3′ degradation, translational repression, and silencing in eukaryotic cells (Park and Sheth, 2007). PB proteins (PBPs) were of interest to us because they are required for retrotransposition by two yeast retrotransposons (Griffith et al., 2003; Irwin et al., 2005; Checkley et al., 2010; Dutko et al., 2010) and facilitate replication of three positive-strand RNA viruses: brome mosaic, hepatitis C, and dengue (Díez et al., 2000; Ahlquist et al., 2003; Kushner et al., 2003; Noueiry et al., 2003; Ariumi et al., 2007; Randall et al., 2007; Beckham and Parker, 2008; Scheller et al., 2009; Ward et al., 2011). Moreover, PBPs are implicated in Ty3 assembly, as Ty3 GagPol, Ty3 mRNA, and viruslike particles (VLPs) accumulate during assembly in structures that contain PBPs (Beliakova-Bethell et al., 2006), including Dih1, a homologue of the human DEAD-box RNA helicase DDX6 (also called RCK/p54), which is required for efficient Ty3 retrotransposition (Irwin et al., 2005). These PB-like Ty3 structures, termed retroosomes (Sandmeyer and Clemens, 2010), are altered by deletion of genes encoding yeast PBPs (Beliakova-Bethell et al., 2006) and by Ty3 Gag mutations (Larsen et al., 2007, 2008). It has been proposed that retroosomes sequester Ty3 assembly away from translation and RNA degradation and provide factors critical for packaging and assembly (Sandmeyer and Clemens, 2010). However, to date, assembling HIV-1 Gag has not been observed associated with PBs. Here, we demonstrate that HIV-1 forms AIs by co-opting a novel complex of PBPs and ABCE1 that existed in cells before infection and contains cellular facilitators that HIV-1 utilizes to catalyze immature capsid assembly.

**Results**

**HMW AIs contain Gag, ABCE1, and PBPs**

Immunoprecipitation (IP) with antibody to ABCE1 (α-ABCE1) can be used to isolate HMW AIs (~80S, ~150S, and ~500S) from HIV-infected cells (Zimmerman et al., 2002). When AIs from a human H9 T cell line chronically infected with HIV-1 (H9-HIV) were subjected to IP with α-ABCE1, a large number of unidentified cellular proteins were coimmunoprecipitated from HIV-infected cells (Zimmerman et al., 2002). When AIs from a human H9 T cell line chronically infected with HIV-1 (H9-HIV) were subjected to IP with α-ABCE1, a large number of unidentified cellular proteins were coimmunoprecipitated with HIV-1 Gag into a normal cellular complex. RNA granules, which are sensitive to treatment with RNase A (Teixeira et al., 2005), constitute a class of cellular complexes that could be co-opted by HIV-1 Gag to form AIs. To assess their RNase sensitivity, AIs from lysates of COS-1 cells transfected with HIV-1 were separated by velocity sedimentation (VS), and fractions containing the isolated ~80S AI were treated with buffer, SDS, or RNase A (Fig. 1). The integrity of the treated complexes was then determined by repeat VS followed by Western blot (WB) for Gag. Upon repeat VS, buffer treatment altered the migration of the ~80S complex only slightly; in contrast, SDS treatment completely disrupted the integrity of the ~80S AI, shifting Gag from the ~80S to the ~10S position, as expected. Like SDS treatment, RNase A treatment completely disrupted the ~80S AI. Thus, the ~80S AI is a ribonucleoprotein (RNP) complex, a category that includes ribosomes and cellular RNA granules. Previously, we found that, unlike ribosomes (Connolly and Gilmore, 1986), the ~80S AI is not disrupted by treatment with puromycin and 10 mM EDTA (Dooher and Lingappa, 2004;
also see top blot in Fig. 3 B); additionally, the experiment shown in Fig. 1 was performed in 10 mM EDTA to ensure disassembly of ribosomes. Together, these data suggested that the ~80S AI is likely not a ribosome but might be related to an RNA granule.

Many types of RNA granules have been described, each composed of overlapping sets of proteins (Anderson and Kedersha, 2006). We wondered whether HIV-1 AIs might contain PBPs, as PBPs play a role in assembly of Ty3 VLPs (Sandmeyer and Clemens, 2010), and retrotransposons and retroviruses share a common ancestor (Pélisson et al., 1997). Arguing against this possibility is the fact that complexes containing PBPs typically form large structures that are visible by light microscopy (Balagopal and Parker, 2009); in contrast, the ~80S AI is smaller than typical RNA granules and likely falls below the threshold for detection by typical light microscopy. However, the small size of AIs would not rule out the presence of functional PBPs in AIs because PB disruption does not necessarily alter PB function (Balagopal and Parker, 2009), thus suggesting the existence within cells of functional PB complexes that are not readily detected by light microscopy.

To determine whether PBPs are associated with HIV-1 Gag in AIs, we transfected COS-1 cells to express HIV-1 and one of four different YFP-tagged PBP constructs (DDX6, DCP2, AGO2, and LSM1). Cell lysates were immunoprecipitated with YFP antibody and analyzed by WB. YFP blots revealed that all the YFP-tagged proteins were expressed and immunoprecipitated by YFP antibody. Notably, YFP-tagged DDX6, DCP2, and AGO2 were associated with HIV-1 Gag and ABCE1 by coIP, whereas LSM1 was not (Fig. 2 A), either because the epitope tag blocks LSM1 incorporation, LSM1 is not present in these complexes, or the association of LSM is labile. Thus, at least three tagged PBPs were found associated with Gag.

We also demonstrated that endogenous PBPs are associated with HIV-1 Gag and ABCE1. When H9-HIV cells were immunoprecipitated with α-ABCE1, endogenous DDX6 and AGO2 as well as HIV-1 Gag were detected by WB (Fig. 2 B). Similarly, antibody to DDX6 (α-DDX6) coimmunoprecipitated HIV-1 Gag, AGO2, and ABCE1 from H9-HIV cell lysates. TIAR, a stress granule protein, was not associated with ABCE1 or DDX6 by coIP (Fig. 2 B), suggesting that only a specific subset of RNA granule proteins is stably associated with HIV-1 Gag and ABCE1 in AIs. Additionally, we showed that the DDX6–Gag and AGO2–ABCE1 interactions in H9-HIV cells are sensitive to RNase A treatment (Fig. 2 C). In contrast, the ABCE1–Gag interaction, which was examined in parallel, was RNase A insensitive (Fig. 2 C), as previously shown (Lingappa et al., 2006). Together, these data indicated that Gag and ABCE1 are associated with PBPs in one or more RNase-sensitive complexes.

Next, we addressed whether endogenous DDX6 and AGO2 are each associated with HIV-1 Gag in separate complexes or whether DDX6, AGO2, and Gag are all together in one or more AIs. For this, we used VS to separate AIs present in H9-HIV lysates (Fig. 3 A) and then subjected fractions containing the isolated ~10S, ~80S, ~150S, or ~500S AIs to IP with α-ABCE1 or α-DDX6 followed by WB for Gag, ABCE1, or AGO2. As previously observed, α-ABCE1 failed to coimmunoprecipitate Gag from the ~10S AI but did coimmunoprecipitate Gag from each of the HMW AIs (Zimmerman et al., 2002; Klein et al., 2011). Here, we observed the same pattern for DDX6 coIPs of Gag, AGO2, and ABCE1 and for α-ABCE1 coIPs of AGO2, with positive coIPs observed only for gradient fractions containing the HMW AIs. Moreover, although DDX6, AGO2, and ABCE1 were not associated with unassembled Gag in the ~10S AI, these four proteins were present in the ~10S fraction (Fig. 3 A and not depicted). Additionally, when H9-HIV lysates were treated with puromycin plus EDTA to dissociate ribosomes, Gag-containing complexes were still observed in the ~80S and ~500S regions of the gradient, and DDX6 was
associated with Gag in these complexes (Fig. 3 B), confirming that the HMW AIs do not represent ribosomes or polysomes. Together, these data indicated that ABCE1, DDX6, and Ago2 are likely associated with HIV-1 Gag in each of the HMW AIs.

The gradient data also suggested that Gag first associates with DDX6, Ago2, and ABCE1 when it enters the ~80S AI. If this is the case, then Gag mutants arrested at the ~10S AI should not be associated with DDX6, unlike Gag mutants that progress into the ~80S AI or beyond. Previously, it has been shown that a truncated Gag from which the nucleocapsid domain (NC), p6 domain, and spacer peptides p1 and p2 have been deleted (GagΔp2-NC-p1-p6) is assembly incompetent, fails to associate with ABCE1, and is arrested at the ~10S AI (Lingappa et al., 1997; Dooher and Lingappa, 2004; Dooher et al., 2007; Klein et al., 2011). Similar results were obtained for GagKR10A, in which 10 basic residues in NC were substituted with alanines (Lingappa et al., 2006). In contrast, GagG2A, a Gag mutant that fails to be myristoylated, does not target to the PM (Göttinger et al., 1989; Bryant and Ratner, 1990) and instead remains arrested in the ~80S ABCE1-associated AI (Lingappa et al., 1997; Klein et al., 2011). For comparison, we also examined two assembly-competent mutants that associate with ABCE1 and progress through the entire assembly pathway (Lingappa et al., 1997; Klein et al., 2011): GagΔp1-p6, a C-terminally truncated Gag, and GagZip, in which the NC domain of Gag is replaced with a leucine zipper (LZ) domain from the GCN4 transcription factor (Fig. 4 A). We found that α-DDX6 did not coimmunoprecipitate Gag Δp2-NC-p1-p6 or GagKR10A but did coimmunoprecipitate GagG2A, GagΔp1-p6, and GagZip (Fig. 4 B). This same subset of Gag constructs was also coimmunoprecipitated by α-ABCE1 (Fig. 4 B), consistent with previous findings (Lingappa et al., 1997; Zimmerman et al., 2002; Klein et al., 2011). Thus, it appears that Gag mutants that fail to form HMW AIs and fail to bind ABCE1 also fail to associate with endogenous DDX6; moreover, Gag first associates with DDX6 and ABCE1 when it enters the ~80S AI. Additionally, these data suggested that DDX6 first associates with Gag in the cytoplasm, as DDX6 is associated with the GagG2A mutant, which is arrested in the cytoplasm (Ono and Freed, 1999). Notably, in this experiment, we used subgenomic plasmids encoding only HIV-1 Gag and HIV-1 Rev, a nuclear export factor required for Gag expression. Thus, these findings also demonstrated that the Gag-DDX6 association does not depend on HIV-1 proteins other than Gag and Rev; nor does it require other regions of the HIV-1 genome not encoded by these subgenomic constructs.
Although DDX6 and AGO2 are associated with the ~500S AI, the last intermediate formed before completion of capsid assembly, we were unable to detect significant amounts of DDX6 or AGO2 in VLPs released from H9-HIV cells (Fig. 4 C), in contrast to APOBEC3G, a cellular protein that associates with Gag and is found in VLPs (Sheehy et al., 2002). Thus, DDX6 and AGO2 appear to be largely released from immature capsids before virus budding occurs, as is the case for ABCE1 (Zimmerman et al., 2002; Dooher and Lingappa, 2004; Dooher et al., 2007).

We also examined whether ABCE1 is associated with endogenous PBPs in the uninfected H9 T cells used to generate H9-HIV (Fig. 4 D). Although α-ABCE1 did not coimmunoprecipitate the stress granule protein TIAR, it did coimmunoprecipitate DDX6 and AGO2; similarly, α-DDX6 failed to coimmunoprecipitate TIAR but did coimmunoprecipitate ABCE1 and AGO2. Moreover, although we did not test all the combinations of PBP interactions in H9 cells for RNase A sensitivity, those tested were RNase A sensitive (Fig. 4 E). Thus, ABCE1 forms an RNase-sensitive complex with DDX6 and AGO2 even in uninfected cells, suggesting that assembling HIV-1 Gag co-opts a normal cellular complex containing ABCE1 and a subset of PBPs.

**Endogenous PBPs are colocalized with Gag at PM sites of assembly**

As coIPs showed that PBPs are associated with Gag in all of the HMW AIs, we predicted that DDX6 and AGO2 would be colocalized with HIV-1 Gag at PM sites of assembly. To test this, we used immunoelectron microscopy (IEM) instead of fluorescence microscopy because IEM would allow us to analyze endogenous DDX6 and AGO2, thereby avoiding any artifacts related to the overexpression of PB-GFP fusion proteins, to detect complexes that are too small to resolve by light microscopy, and to identify early and late stages of capsid assembly at the PM. Sections from cells expressing wild-type (WT) HIV-1 were labeled with antibodies against Gag (6-nm gold) and either DDX6 or AGO2 (15-nm gold), and colocalization of Gag-DDX6 and Gag-AGO2 at PM sites of assembly was examined. Although DDX6 and AGO2 were either mock treated or RNase A treated and analyzed by IEM, as in B, followed by WB for Gag. (C) H9-HIV cell lysates and VLPs analyzed by WB for Gag, APOBEC3G (A3G), DDX6, and AGO2. Amounts loaded are indicated above the blot. (D) Lysates of uninfected parental H9 cells subjected to IP, as in B, followed by WB for Gag, ABCE1, DDX6, or TIAR. HC, IgG heavy chain detected by secondary antibody. (E) Lysates of uninfected H9 cells were either mock treated or RNase A treated and analyzed by WB, as in B, followed by WB for AGO2. Blots are representative of two independent experiments.

---

**Figure 4.** PBPs are not associated with 10S-arrested Gag mutants or VLPs but are associated with ABCE1 in uninfected H9 T cells.

(A) Diagram showing domains of Gag [matrix (MA), capsid (CA), nucleocapsid (NC), p6, p1, and p2], mutations encoded into Gag constructs, which AIs each construct forms, and whether they target to the PM. Asterisks indicate point mutations. (B) Lysates of COS-1 cells expressing the indicated Gag protein and HIV-1 Rev analyzed by IP, as in Fig. 2, followed by WB for Gag. (C) H9-HIV cell lysates and VLPs analyzed by WB for Gag, APOBEC3G (A3G), DDX6, and AGO2. Amounts loaded are indicated above the blot. (D) Lysates of uninfected parental H9 cells subjected to IP, as in B, followed by WB for Gag, ABCE1, DDX6, or TIAR. HC, IgG heavy chain detected by secondary antibody. (E) Lysates of uninfected H9 cells were either mock treated or RNase A treated and analyzed by WB, as in B, followed by WB for AGO2. Blots are representative of two independent experiments.
Figure 5. Immunogold double labeling demonstrates that DDX6 is enriched at early and late sites of Gag assembly at the PM. (A and B) Infected COS-1 cells expressing WT Gag or GagΔp2-NC-p1-p6 were analyzed by immunogold double-label EM. Small gold particles represent HIV-1 Gag; large gold particles represent DDX6. Images show representative sites of labeling. Bars, 200 nm. (A) Infected cells expressing WT Gag. [1] Five late assembly sites (black arrowheads), four of which are double labeled. [2] Early and late assembly sites. [3] Four early assembly sites (white arrowheads), all of which are double labeled. (B) Infected cells expressing GagΔp2-NC-p1-p6, which targets to the PM but does not assemble. (C) Two independent labeling experiments were quantified to determine the number of Gag clusters at the PM that were colocalized with DDX6 in infected cells expressing WT Gag or the assembly-defective GagΔp2-NC-p1-p6. Colocalization in cells expressing GagΔp2-NC-p1-p6 was assumed to be random; this amount was therefore set to 1.0, and colocalization of DDX6 with WT Gag was expressed as fold increase above this negative control value. Targeted Gag is defined as nonassembling Gag at the PM, early assembly sites are those in which less than half of a virus bud has formed, and late assembly sites are those in which more than half of the virus bud has formed. Error bars indicate SD. Quantitation details are provided in Table 1.

To quantify the association of Gag with DDX6 and AGO2, we categorized Gag clusters at the PM by their stage in assembly and counted how often a DDX6 or AGO2 label was present within a circular zone 170 nm in diameter surrounding a Gag cluster. In cells expressing assembly-defective GagΔp2-NC-p1-p6, Gag label at the PM was not associated with electron-dense structures representing multimerizing Gag or membrane deformation typical of budding (Figs. 5 B and 6 B). We called this category of nonassembling Gag at the PM targeted Gag. Targeted Gag was also found in cells expressing WT Gag (asterisk in image 4 of Fig. 6 A). However, in cells expressing WT Gag, two other categories of PM Gag labeling were frequently observed: early assembly sites, in which less than half of a virus bud had formed (e.g., white arrowheads in image 3 of Figs. 5 A and 6 A) and late assembly sites, in which more than half of the virus bud had formed (e.g., black arrowheads in Figs. 5 A [image 1] and 6 A [images 1–4]). In cells expressing WT Gag, DDX6 and AGO2 were 2.5–3 times more likely to be associated with Gag at both early and late assembly sites at the PM when compared with cells expressing GagΔp2-NC-p1-p6 (Figs. 5 C and 6 C and Tables 1 and 2). In contrast, targeted WT Gag was not associated with DDX6 and AGO2 when compared with the negative control cells. It is possible that targeted WT Gag serves as a source of Gag monomers that are added to AIs that contain DDX6 and AGO2 at the PM. Together, these data corroborated results of our coIP experiments indicating that DDX6 and AGO2 are specifically associated with HMW AIs during HIV-1 assembly.

DDX6 acts catalytically to facilitate capsid assembly independent of RNA packaging

Having established by biochemical and ultrastructural approaches that HMW AIs contain PBPs, we next asked whether PBPs facilitate events involved in HIV-1 capsid formation. We chose to examine DDX6 because RNA helicases are critical for RNA remodeling, during which one set of RNPs is removed from an RNA and replaced with a new set of RNPs, allowing the fate or function of the RNA to be reprogrammed (Linder and Jankowsky, 2011). In principle, a role could be envisioned for RNA helicases in at least two events critical for HIV-1 virus formation: capsid assembly and packaging. Additionally, helicases could facilitate RNA encapsidation by making genomic and/or cellular RNA available for encapsidation.

To test whether DDX6 plays a role in virus production, we depleted endogenous DDX6 from COS-1 cells using siRNA
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or cellular RNAs, as indicated by RiboGreen analysis and RT-PCR, although they very closely resemble WT VLPs in nearly all other respects (Zhang et al., 1998; Accola et al., 2000; Johnson et al., 2002; Zennou et al., 2004; Crist et al., 2009; Klein et al., 2011). We previously showed that although NC is required for ABCE1 binding by WT Gag, replacement of NC with LZ preserves ABCE1 binding, allowing GagZip to form HMW AIs that closely resemble WT HIV-1 HMW AIs (Klein et al., 2011). These data indicated that the NC-mediated dimerization, not NC-mediated RNA binding, is critical for ABCE1 binding and that the direct binding site for ABCE1 is not in NC but resides elsewhere in Gag and forms, or is exposed, upon Gag dimerization (Klein et al., 2011). Given that GagZip forms ABCE1-containing HMW AIs that closely resemble WT HIV-1 HMW AIs (Klein et al., 2011), these data indicated that the NC-mediated dimerization, not NC-mediated RNA binding, is critical for ABCE1 binding and that the direct binding site for ABCE1 is not in NC but resides elsewhere in Gag and forms, or is exposed, upon Gag dimerization (Klein et al., 2011). Given that GagZip forms ABCE1-containing HMW AIs, we were not surprised to find that GagZip is also associated with DDX6 (Fig. 4 B). Importantly, in DDX6-depleted cells, whereas expression of GagZip was modestly reduced (to 68% of control), VLP production was reduced to a much greater extent (to 27% of control). These data demonstrate that DDX6 facilitates assembly of capsids that lack significant encapsidated gRNA or cellular mRNA, further confirming that DDX6 promotes Gag multimerization independent of gRNA or mRNA encapsidation.

To further test whether DDX6 acts on capsid assembly independent of RNA packaging, we expressed the aforementioned HIV-1 GagZip chimera in DDX6-depleted cells. The LZ domain, which replaces NC, promotes dimerization, as does NC; but, unlike NC, LZ does not bind RNA. For this reason, GagZip VLPs fail to encapsidate significant amounts of viral RNAs, as indicated by RiboGreen analysis and RT-PCR, although they very closely resemble WT VLPs in nearly all other respects (Zhang et al., 1998; Accola et al., 2000; Johnson et al., 2002; Zennou et al., 2004; Crist et al., 2009; Klein et al., 2011). We previously showed that although NC is required for ABCE1 binding by WT Gag, replacement of NC with LZ preserves ABCE1 binding, allowing GagZip to form HMW AIs that closely resemble WT HIV-1 HMW AIs (Klein et al., 2011). These data indicated that the NC-mediated dimerization, not NC-mediated RNA binding, is critical for ABCE1 binding and that the direct binding site for ABCE1 is not in NC but resides elsewhere in Gag and forms, or is exposed, upon Gag dimerization (Klein et al., 2011). Given that GagZip forms ABCE1-containing HMW AIs, we were not surprised to find that GagZip is also associated with DDX6 (Fig. 4 B). Importantly, in DDX6-depleted cells, whereas expression of GagZip was modestly reduced (to 68% of control), VLP production was reduced to a much greater extent (to 27% of control). These data demonstrate that DDX6 facilitates assembly of capsids that lack significant encapsidated gRNA or cellular mRNA, further confirming that DDX6 promotes Gag multimerization independent of gRNA or mRNA encapsidation.

We also demonstrated that the inhibition in virus production in DDX6-depleted cells was not simply a result of indirect effects on cell proliferation. Cell counts performed on each day of the knockdown (KD) experiments revealed no reduction in
the number of viable cells (Fig. S2). Additionally, expression of siRNA-resistant DDX6 completely rescued the defect in virus production caused by DDX6 depletion (Fig. 8), indicating that the effect of the KD on VLP production was a result of DDX6 depletion and was not a result of off-target effects of the DDX6-targeted siRNA. Notably, the 50% reduction in virus production in the KD cells in rescue experiments was less than what we had observed in previous KD experiments (reduction to 32 and 27% of control in Fig. 7 [A and B], respectively). This may have been a result of the cotransfection of siRNA-sensitive DDX6 plasmid in the KD group on the day before HIV transfection in the rescue experiments. However, the incomplete KD phenotype was fortuitous, as it revealed that transfection of an siRNA-resistant DDX6 containing an E247A point mutation in the DEAD-box not only failed to rescue the defect in VLP production but appeared to display a dominant-negative effect, reducing VLP production from 50 to 28% of control (Fig. 8). As this mutation inactivates a motif required for ATP binding and hydrolysis (Linder, 2006), these data demonstrate that the role of DDX6 in facilitating HIV-1 capsid formation is dependent on its catalytic activity.

To further confirm that DDX6 facilitates immature capsid assembly, we examined DDX6-depleted cells using IEM with double labeling of Gag and DDX6 (Fig. 9 A). Quantitation of DDX6 labeling confirmed that siRNA treatment reduced levels of DDX6 in a large subpopulation of DDX6-depleted cells. We also quantified morphology at sites of Gag labeling at the PM to determine the number of assembly events that corresponded to targeted Gag (not associated with multimerization) versus early or late capsid assembly sites (Fig. 9 A). Notably, in cells containing ≥7.5 DDX6 labels/µm² (which consisted mainly but not exclusively of DDX6-depleted cells), only 10% of Gag at the PM was in early and late AIs, and 90% was targeted Gag (Fig. 9 A). Importantly, we did not observe formation of capsids with abnormal morphology in DDX6-depleted cells. Although Gag label in the cytoplasm could not be reliably quantified as a result of difficulties in accurately detecting 6-nm gold particles against the high background found in the cytoplasm, our biochemical experiments demonstrated that steady-state Gag levels were comparable in KD and control cells. Thus, these data support the conclusion that DDX6 facilitates capsid formation at the PM.

Finally, we demonstrated that depletion of DDX6 inhibits production of infectious HIV-1 from primary human T cells, a physiological relevant cell type (Fig. 9 B). Activated CD4⁺ T cells were transfected with siRNA and infected with replication-competent HIV-1 followed by media and cell lysate collections at 24-h intervals. Depletion reduced cellular DDX6 to ~25% of control by 72 hours after infection. At the same time, media infectivity was reduced to 17% of control levels, whereas steady-state Gag levels in KD cells were essentially unchanged. Notably, as DDX6 levels dropped, a corresponding decrease in virus infectivity relative to control was observed. Trends were the same in two additional experiments performed similarly. The nearly sixfold reduction in infectious virus production from primary CD4⁺ T cells after DDX6 KD, with no change in steady-state Gag levels, supports the conclusion that DDX6 facilitates virus production.

**Discussion**

Here, we demonstrated that HIV-1 capsid AIs are formed when Gag co-opts a cellular complex that contains ABCE1 as well as PBPs (Figs. 2–4). We used multiple approaches to demonstrate that one of these AI-associated PBPs, DDX6, acts during
assembly by promoting Gag multimerization. First, we showed that DDX6 depletion reduced VLP production by as much as approximately sixfold but with minimal effects on steady-state Gag levels; thus, nuclear export and translation were intact, and reduced virus production was not simply a result of a reduced concentration of intracellular Gag (Fig. 7 A). Second, our demonstration that DDX6 depletion also reduced production of GagZip VLPs, which resemble WT Gag VLPs but lack encapsidated gRNA or cellular mRNA (Fig. 7 B), established that DDX6 is required for capsid assembly independent of gRNA or cellular mRNA encapsidation. Third, using a quantitative IEM, we localized the defect in DDX6-depleted cells to Gag assembly sites with AGO2 (Fig. 8). From these diverse approaches, we conclude that in cells, HIV-1 capsid assembly is a host-catalyzed process.

Although it may seem surprising that an RNA helicase would promote capsid assembly, this conclusion is actually consistent with current thinking about the importance of RNA in promoting Gag multimerization. One obvious role for RNA helicases would be to remodel RNAs to make them available for binding by WT Gag or GagZip, thereby enabling nucleation of assembly. In the case of GagZip, gRNA or cellular mRNA made available by DDX6 may bind to GagZip in a manner that promotes capsid assembly but is not adequate for encapsidation. This problem of upstream effects preventing analysis of depletion. Third, such critical enzymes likely have functional homologues; thus, activity of other RNA helicases could also be used to nucleate assembly. Thus, we speculate that in cells, DDX6 may be the helicase that remodels RNA to make it available for binding by WT Gag or GagZip, thereby enabling nucleation of assembly. In the case of GagZip, gRNA or cellular mRNA made available by DDX6 may bind to GagZip in a manner that promotes capsid assembly but is not adequate for encapsidation, which could require additional RNA chaperoning activity provided by NC in the case of WT Gag (Rein et al., 2011). Alternatively, as data from one group suggest that GagZip VLPs contain fragments of 7SL RNA (Keene et al., 2010), 7SL RNA may be remodeled to allow nucleation of GagZip assembly followed by encapsidation.

Although we detected at least three PBPs in HIV-1 HMW AIs, other enzymes involved in RNA metabolism may also be present in these complexes. Studying the function of such enzymes is complicated by several issues. First, using siRNA KD approaches can be problematic, as indicated by our finding that some control siRNAs inhibit Gag expression most likely via indirect effects on RNA metabolism. Second, even small amounts of an enzyme remaining after KD could result in significant catalytic activity, thereby masking the full consequences of depletion. Third, such critical enzymes likely have functional homologues; thus, activity of other RNA helicases could also have contributed to residual VLP production after DDX6 depletion. Finally, such proteins may play multiple roles in RNA metabolism. For example, we could not address the effects on assembly of depleting DCP2 or AGO2 because these KDs severely reduced Gag expression in our hands (unpublished data). Thus, although it is possible that DCP2 or AGO2 also acts during HIV-1 assembly, their function in earlier steps of HIV-1 RNA metabolism makes their roles in assembly difficult to address. This problem of upstream effects preventing analysis
is thought to form oligomers associated with gRNA, with assembly driven solely by Gag–Gag, Gag–RNA, or Gag–phospholipid interactions (Rein et al., 2011). Our model of assembly occurring in complexes containing cellular enzymes (Fig. 10) is supported by the similarities between HIV-1 HMW AIs and Ty3 retroosomes. In both cases, WT Gag is associated with the DDX6 and DCP2 homologues (Figs. 2–4; Irwin et al., 2005; Belia-kova-Bethell et al., 2006) in a NC-dependent manner (Fig. 4B; Larsen et al., 2008). The association of Ty3 Gag with AGO2 cannot be assessed because S. cerevisiae does not have an AGO2 homologue (Shabalina and Koonin, 2008). However, we also noted differences between retroosomes and HIV-1 HMW AIs, not surprisingly given the evolutionary distance between Ty3 and HIV-1 and their different life cycles. For example, HIV-1 capsids bud from the PM, whereas Ty3 capsids remain intracellular; consistent with this, HIV-1 AIs are found both in the cytoplasm and at the PM, whereas Ty3 retroosomes are only cytoplasmic. Additionally, Ty3 assembly occurs at a few larger centralized sites, whereas HIV-1 assembly occurs at numerous dispersed sites; this difference may explain why Ty3 retroosomes are easily visible using light microscopy, whereas downstream functions also impacted our ability to study the role of DDX6 in packaging gRNA. Although our data argue that DDX6 facilitates capsid assembly per se, we cannot rule out a role for DDX6 in both assembly and packaging because defects in assembly inhibit VLP formation, and packaging can only be assayed if VLPs are formed. Importantly, although the small amount of residual virus formed after depletion did contain gRNA, that virus does not provide a reliable readout of packaging in the absence of DDX6 because it likely resulted from the activity of residual DDX6. Interestingly, a recent study found that DDX6 facilitates packaging of gRNA into human foamy virus (HFV), a spumaretrovirus distantly related to HIV-1 (Yu et al., 2011). Thus, it is possible that the role of DDX6 is different during assembly of HFV versus HIV-1, perhaps because these viruses assemble differently (Linial and Eastman, 2003). Alternatively, residual DDX6 activity in DDX6-depleted cells could be sufficiently functional for HIV assembly but not for HIV assembly or HFV packaging.

Our finding that HIV-1 Gag associates with ABCE1 and PBPs in the cytoplasm and that assembly is catalyzed by host enzymes differs from the currently accepted view in which Gag
some HIV-1 HMW AIs are likely below the threshold for detection by light microscopy. The general similarities suggest that formation of PB-containing complexes that facilitate assembly and isolate it from host defenses may have been conserved during retroelement and retrovirus evolution, with variations evolving to accommodate life cycle differences. Consistent with this, in the aforementioned study, HFV Gag colocalized with DDX6 in perinuclear sites where HFV assembles (Yu et al., 2011). It remains to be determined whether other primate lentiviruses also form Gag-containing complexes associated with PBPs, although they have been shown to form HMW AIs containing Gag and ABCE1 (Dooher and Lingappa, 2004). It would also be interesting to determine whether Ty3 retroelements contain ABCE1.

Although HIV-1 HMW AIs contain PBPs, they appear to differ from typical PBs found in uninfected cells in multiple ways. First, they contain HIV-1 components, such as Gag, GagPol, and Vif (Zimmerman et al., 2002; Dooher et al., 2007). Second, they contain the ATPase ABCE1, which functions in translation termination and ribosome recycling in uninfected cells (e.g., Becker et al., 2012) and has not been reported in PBs. Third, PBs are typically thought to be visible using light microscopy, although, in fact, PB complexes of <30S and up to ~1,000S have been reported in uninfected cells (Kanai et al., 2004; Höck et al., 2007). Whereas the ~500S AI is likely visible using light microscopy, the ~80S and ~150S AIs most likely are not, as they have the same S value as a single ribosome. Notably, even when PBs are dispersed, they can remain functional (Balagopal and Parker, 2009), arguing that PB functionality is independent of size. Thus, functional PB-containing complexes could encompass a diverse range of sizes, with smaller PB-containing complexes being less well studied than easily visible PBs. Importantly, the small size of some HIV HMW AIs may make them difficult to detect by methods that involve light microscopy; thus, our use of biochemical and ultrastructural approaches may have been advantageous. A fourth distinction is that although typical PBs are found in the cytoplasm or at the ER (Wilhelm et al., 2005; Squirrell et al., 2006), they have not been reported at the PM, unlike some HMW AIs. Interestingly, another group reported that during HIV-1 infection, the number of PBs per cell decreases from ~28 to ~7 (Milev et al., 2010). Therefore, when HIV-1 co-opts PB components to form HMW AIs, it may inhibit formation of typical PBs.

Notably, although our study shows that DDX6 is associated with Gag and facilitates virus production, DDX6 was not identified as a Gag interactor in a recent protein interaction screen (Jäger et al., 2012) nor as a facilitator of HIV-1 replication in large-scale siRNA screens (Brass et al., 2008; König et al., 2008; Zhou et al., 2008). Thus, apparently, such screens can miss important Gag interactors.
that decreases virus production. Alternatively, the discrepancy between our findings and those of the miRNA studies could be explained if DDX6 facilitates both miRNA inhibition and assembly, depending on its context. Related to this, a recent study found that AGO2 is associated with HIV-1 Gag and facilitates HIV-1 production (Bouttier et al., 2012). The conclusion of this study is consistent with our finding that AGO2 is present in HIV-1 AIs, but, on the surface, it is at odds with the aforementioned miRNA studies implicating AGO2 in miRNA-mediated inhibition of HIV-1 replication. A model in which PBPs could inhibit or promote HIV-1 replication, depending on the complex they are in, could reconcile such contradictions.

In conclusion, our findings suggest that HMW AIs are derived from novel cellular complexes that contain ABCE1 as well as PBPs and are present in uninfected cells (Fig. 10). Once co-opted by HIV-1, they become virus-specific HMW AIs, which function as assembly machines with cellular factors such as DDX6 and ABCE1 acting enzymatically to facilitate viral gene expression and virus production by disrupting microRNA (miRNA) effector complexes that silence HIV-1 RNA (Chable-Bessia et al., 2009; Nathans et al., 2009). In contrast, we found that DDX6 KD reduced virus production, with minimal effects on steady-state Gag levels. Unlike our study, neither miRNA study showed a group that was not treated with siRNA in their KD figures. This omission could be problematic, given our finding that many control siRNAs cause large reductions in Gag expression and therefore on virus production, which would only be recognized if mock-treated cells are analyzed in parallel (Fig. S1). Thus, in the absence of a mock control, one cannot distinguish between a DDX6 KD that increases virus production and a control KD that decreases virus production. Alternatively, the discrepancy between our findings and those of the miRNA studies could be explained if DDX6 facilitates both miRNA inhibition and assembly, depending on its context. Related to this, a recent study found that AGO2 is associated with HIV-1 Gag and facilitates HIV-1 production (Bouttier et al., 2012). The conclusion of this study is consistent with our finding that AGO2 is present in HIV-1 AIs, but, on the surface, it is at odds with the aforementioned miRNA studies implicating AGO2 in miRNA-mediated inhibition of HIV-1 replication. A model in which PBPs could inhibit or promote HIV-1 replication, depending on the complex they are in, could reconcile such contradictions.
Newly synthesized Gag forms the N-terminal domain to conform to the annotated DDX6 and AGO2 region). Then, site-directed mutagenesis was used to add sequence encoding PBPs, present in uninfected cells, to form the ~80S AI. Analysis of G2A Gag mutants suggests that the ~80S AI or the ~150S AI targets Gag to the PM (dotted line). Gag continues to multimerize at the PM, forming the ~500S AI, which also contains ABC1 and PBPs. DDx6 facilitates multimerization of Gag at the PM. Upon formation of completed capsids (~750S), PBPs and ABC1 are released, and budding occurs.

assembly. The general similarities to yeast Ty3 retroelements suggest that this mechanism of assembly represents an ancient and highly conserved feature of retroelements that enables efficient, host-catalyzed capsid formation.

Materials and methods

Plasmids and cell lines

Proviruses were used in all experiments except Fig. 4 B, which expressed only HIV-1 Gag and Rev. The proviral plasmids, which were derived from an HIV-1 LAI strain provirus backbone obtained from M. Emerman (Fred Hutchinson Cancer Research Center, Seattle, WA), contain the entire HIV-1 genome, including the long terminal repeats, except for substitutions, deletions, and point mutations indicated below, and also contain the SV40 origin (Kimpton and Emerman, 1992). The replication-competent HIV-GFP plasmid used for infections, obtained from M. Emerman and M. Yamashita (Fred Hutchinson Cancer Research Center, Seattle, WA), encodes the entire genome except for nef, which was replaced by EGFP from Takara Bio Inc. (Yamashita and Emerman, 2004). For transfections, we used HIV-GFP 

\[
\text{EnvPro} = \text{p1-p6} \text{Gag, resulting in truncation after the capsid domain of Gag; GagG2A, in which the second amino acid of Gag is converted from glycine to alanine; and GagZ} \text{p}_{1-6} \text{plasmids, which were generated in the EYFP-C1 vector (BD) and encode EYFP fused to the C terminus of the relevant PBPs, were obtained from T. Rana (University of Massachusetts Medical School, Worcester, MA) and have been previously described (Wicherzski et al., 2006). To generate the pCDNA DDx6 siRNA–sensitive plasmid used in rescue experiments, DDx6 was PCR amplified from YFP-DDx6 and transferred to the pCDNA vector (Invitrogen). Then, site-directed mutagenesis was used to add sequence encoding MSTARTTENPVI to the N terminus to conform to the annotated DDx6 gene sequence (available from GenBank/EMBL/DDBJ under accession no. NM_004397.4). The pCDNA DDx6 siRNA–resistant plasmid (used in rescue experiments) was generated by introducing three silent mutations into the site targeted by the siRNA using the following site-directed mutagenesis primers: sense 5' GGAGAATCCGGGAGAAGCTG3' and antisense 5' CAGGTTAATCTCAATGCCTTTGGCAAAAGTTAAGGC3'. From this, the DEAD-box mutant pCDNA DDx6 E247A siRNA resistant was generated by site-directed mutagenesis with the following primers: sense 5' CAGGATGATGTAATGCGCCGGAGAATGTCG3' and antisense 5' CAGGACACACTTGCCGCTTATCACTAGC3' (mutated residues are italicized).

The HIV-6DDx6 siRNA–resistant plasmid used in the rescue experiments was made by amplification of an insert via two rounds of PCR. In the first round, two reactions were performed to yield two fragments with overlapping complementary ends as follows: using HIV-GFP as a template, a fragment was produced with sense primer no. 1 5' GGAGAATCCGGGAGAAGCTG3' and antisense primer no. 2 5' CAGGTTAATCTCAATGCCTTTGGCAAAAGTTAAGGC3'. and, using pcDNA DDx6 siRNA resistant as a template, a fragment was produced with sense primer no. 3 5' GGAGAATCCGGGAGAATGTCG3' and antisense primer no. 4 5' CAGGACACACTTGCCGCTTATCACTAGC3' (mutated residues are italicized). The HIV-6DDx6 siRNA–resistant construct was produced by amplifying DDx6 E247A resistant from pcDNA DDx6 E247A resistant using primer no. 3 and primer no. 4 followed by cloning with XbaI–XhoI into HIV-GFP.

To express only Gag and Rev (Fig. 4 B), we cotransfected the superinfection expression plasmids pSVGagRRE-R and pCMV Rev, which were obtained from D. Rekosh (State University of New York at Buffalo, Buffalo, NY; Smith et al., 1990), at a ratio of 8:1. pSVGagRRE encodes bp 679–2,483 of the BH10 strain of HIV-1 (containing the Gag-coding region) as well as the HIV-1 Rev response element. pCMV Rev encodes the rev gene from the same HIV-1 strain under the control of the cytomegalovirus promoter. The G2A and GagZpl-p6 plasmids (previously called Gag p46) were generated in the pSVGagRRE backbone and encode the aforementioned mutations (Lingappa et al., 2006). The KR10A mutation was generated in the same backbone and encodes alanine substitutions of 10 basic residues in the NC domain of Gag at amino acids 391, 397, 403, 406, 409, 410, 411, 415, and 418 in Gag (Lingappa et al., 2006). The HIV-9H cell line stably expresses the HIV-1 prorivirus encoding deletions in env and vif, a frameshift in vpr, and substitution of nef with a purinomycin resistance gene and was generated by infecting the parental H9 T cell line with the aforementioned provirus and selecting with purinomycin (Dooher and Lingappa, 2004). siRNA oligonucleotides

The siRNA oligonucleotide used for KD experiments was directed against human DDx6 (accession no. NM_004397.4). The region targeted by the siRNA is identical in the macaque sequence; therefore, the same siRNA was used for KD in COS-1 cells, which are derived from African green monkeys. The sequence for the DDx6-targeting siRNA is as follows (sense strand): 5' GCAGAAACCUCUUAGAGAUUU3'. As a control for the HIV KD, a non targeted siRNA was transfected in parallel. Both the KD and control siRNAs were synthesized by Thermo Fisher Scientific. The following control siRNAs were compared for effects on HIV-1 Gag expression in Fig. 5: control siRNA1 (ON-TARGETplus nontargeting pool; D-001810-10; Thermo Fisher Scientific), control siRNA2 (siGENOME nontargeting siRNA no. 1; D-00121001; Thermo Fisher Scientific), control siRNA3 (Scramble II; D-001205; Thermo Fisher Scientific), control siRNA4 (RISC-free siRNA; D-00122001; Thermo Fisher Scientific), and control siRNAs (ON-TARGETplus nontargeting pool siRNA no. 1 with a Dy547 5' sense strand modification). Control siRNA1 was used for siRNA KD experiments shown in Figs. 7, E, and 9.

Antiserum

Commercial DDx6 and AGO2 antibodies (A300-461 for DDx6 [Bethyl Laboratories, Inc.] and E1F2C2 M01 for AGO2 [Abnova]) were used for all experiments except those involving IEM (Figs. 5, 6, and 9) or antibody validation (Fig. S3). A commercial GFP antibody for YFP detection (632375; Takara Bio Inc.) and TIAR antibody (610352; BD) were used for WB. Because large quantities of antibodies are needed for IEM experiments, we generated peptide-specific antiserum to DDx6 and AGO2.
which were then affinity purified and validated by IP and WB (Fig. S3) and IEM using cells from which DDX6 and AGO2 were depleted using siRNA (Fig. 9 A and not depicted). For generation of peptide-specific antisera, the following peptides were chosen because of their high antigenicity and surface probability using MacVector: 84RLKTSVTSKGNFEDY 102 in DDX6 (accession no. BC065007) and 190CEVDFKSEEGKFTDSLQR 235 in AGO2 (accession no. NP_001158095). Rabbits were injected with the indicated peptide coupled to keyhole limpet hemocyanin (Lampire Biologi- cal Laboratories). Immune sera and preimmune sera were compared by WB and IP using the aforementioned commercial antibodies as positive controls. Selected lots with good reactivity were affinity purified against the peptide used to generate antiserum (SulfoLink column; Thermo Fisher Scientific). For IEM experiments, affinity-purified antibodies were desalted and concentrated to 1–2 mg/ml. IP and ABCE1 antisera were generated as previously described and are directed against peptides containing the C-terminal 19 amino acids of ABCE1 and the C-terminal 29 amino acids of APOBEC3G (Zimmerman et al., 2002; Thielen et al., 2007). Gag was detected using a monoclonal antibody from the HIV-1 p24 Hybridoma (183-H1-SC) generated by B. Chesebro (National Institute of Allergy and Infectious Diseases, Rocky Mountain Laboratories, Hamilton, MT) and obtained from the National Institutes of Health AIDS Research and Reference Reagent Program.

Transfections, cell harvests, IPs, and WB

COS-1 cells were transfected with the indicated plasmids (~1–0.3–0.5 µg per well of a 6-well plate) using polyethyleneimine (Polysciences, Inc.). Cells were harvested 38 h after transfection in one of the harvest buffers (0.35% Triton X-100, 10 mM NaCl, and 200 µM HEPES, pH 7.0, with or without 10 mM EDTA), clarified by centrifugation for 10 min at 160 g using a rotor (GH3; Beckman Coulter) followed by centrifugation for 1–10 min at 18,000 g in a microcentrifuge at 4°C. H9-uninfected cells and HIV-HIV cells were harvested following the same protocol as for transfected COS-1 cells. Where indicated, 10 μl of cell lysate were treated with RNase A (QIAGEN) at 100 µg/ml at 37°C for 10 min, incubated on ice for 1 h, and then cleared by centrifugation for 1–10 min at 18,000 g in a microcentrifuge at 4°C or were treated with pronuclease (Invitrogen) at 1 mM final concentration at 37°C for 10 min. For IPs from total cell lysates, 1 µg of antibody was added to lysates for 30 min at 4°C followed by addition of protein G or protein A Tris–acrylamide beads (Thermo Fisher Scientific). For IPs from total cell lysates, 1 µg of antibody was added to lysates for 30 min at 4°C followed by addition of protein G or protein A Tris–acrylamide beads (Thermo Fisher Scientific) and rotation for 1–4 h at 4°C. Antibodies used for IPs include the aforementioned commercial antibodies to DDX6 and AGO2, α-GFP (632460; Takara Bio Inc.) for YFP IPs, the affinity-purified, peptide-specific α-ABCE1 that we previously generated (Zimmerman et al., 2002), and the affinity-purified, peptide-specific α-AGO2 and α-DDX6 generated in this study (Fig. S3 only). IPs were washed twice with harvest buffer and, where indicated, harvest buffer lacking detergent. Lysates and IP eluates were analyzed by SDS-PAGE followed by WB with either a murine monoclonal antibody directed against HIV-1 Gag p24 (HIV-1 p24 Hybridoma; 183-H1-SC; obtained from B. Chesebro through the National Institutes of Health AIDS Research and Reference Reagent Program, Division of AIDS, and National Institute of Allergy and Infectious Diseases) or the aforementioned antibodies directed against ABCE1, DDX6, AGO2, TIAR, or anti-GFP (632375; Takara Bio Inc.). WBs were analyzed using ECL (Thermo Fisher Scientific) or Odyssey Imaging (LI-COR Biosciences).

Gradient analysis and RNAse treatment

Cell lysates harvested as described in the previous section were subjected to VS for 45 min at 4°C in a rotor (MLS-30; Beckman Coulter) at 45,000 rpm (24,000 g) over step gradients ([1] dried sucrose solutions, made in the harvest buffers described in the previous section, were used for step gradients: 675 µl each of 10, 15, 20, 40, 50, 66, and 80% sucrose, which were similar to those previously described [Klein et al., 2011]. Gradients were fractionated from top to bottom [175 µl per fraction], and 20 µl aliquots of each fraction were analyzed by SDS-PAGE followed by WB for Gag. For IPs, the following gradient conditions were used: 40% buffer were pooled, dialyzed against buffer A, and subjected to IP, as described in the previous section: 1 and 2 (105), 6 and 7 (805), 10 and 11 (150S), 14 and 15 (500S), and 19 and 20 (750S). S values of Als were estimated using the formula S = ΔV/wt, where S is the sedimentation coeffi- cient of the particle in Svedberg units, Δt is the time integral for sucrose at the separated zone minus the time integral for sucrose at the meniscus of the gradient, w is rotor speed in radians/s, and t is time in seconds (McEwen, 1967). Values for t were determined for particles of a density of 1.3 g/cm3, according to tables published in McEwen (1967). Markers such as BSA (5S), macroaglobulin (20S), hepatitis B virus capsids (100S), ribosomal subunits (40S and 60S), and polysomes (>100S) were used to cali- brate the gradients and to confirm the calculated S values. However, it should be noted that the Svalue assignments for each Gag-containing complex are approximate estimates that allow a general description of the complex and should not be interpreted as constituting a detailed biophysical analysis.

For RNase treatments of gradient fractions, fractions 6–9 representing the ~80S fraction were pooled and subjected to dialification and concentra- tion with a 4-ml, 50KD molecular weight cutoff ultrafilter (Amicon; EMD Millipore) until the sucrose concentration was <5%. Concentrated 80S material was divided and treated with either 1% SDS and boiling for 5 min, 1× NP-40 buffer for 15 min at 37°C, or 50 µg/ml RNase A (QIAGEN) for 15 min at 37°C. Samples were then subjected to gradient analysis, and fractions were analyzed by WB for Gag. We have previ- ously shown that AIs are insensitive to 1 µg/ml RNase A for 20 min at 22°C (Lingappa et al., 1997), but a 50-fold higher concentration of RNase A was used in the experiments described here.

siRNA depletion of DDX6

COS-1 cells were plated at a density of ~100,000–140,000 cells per well of a 6-well plate (day 0). The next day (day 1) and 48 h later (day 2), cells were transfected using Lipofectamine (Invironot) without siRNA (mock), with control siRNA1 (100 pmol), or with DDX6-specific siRNA (100 pmol). 48 h later (day 4), cells were transfected using Lipofectamine with plasmids encoding HIV-1Δenv (1.5 µg) and VSV-G (0.375 µg; Fig. 7 A). Experiments in which infectivity was not assessed were cotransfected with VSV-GΔgag env (Fig. 7 B and C). 24 h later (day 5), media were collected for virus pelleting (using methods described under VLP preparation), and, where indicated, infectivity of released virus was measured by titering on TZM-bl cells. Cells were harvested in NP-40 buffer, as described above, and equivalent amounts of cell lysate were used for gel loading, as deter- mined by total protein measurements (BCA protein assay reagent; Thermo Fisher Scientific). For EM analysis of cells depleted of DDX6 or treated with control siRNA1, the same KD protocol was followed, except cells were in- cubated on day 4 and harvested for IFP 36 hours after infection.

gRNA quantification

Using the siRNA transfection protocol described in the Transfections, cell harvests, IPs, and WB section, COS-1 cells, initially seeded at ~100,000 cells per well, were counted on days 2, 3, 4, and 5 of the KD protocol. Extracted RNA was DNase I treated (Ambion) followed by DNase I heat inactivation and subsequently subjected to reverse transcription using ran- dom primers and reverse transcription (SuperScript II; Life Technologies) according to the manufacturer’s protocol. Quantitative PCR was performed using iQ SYBR green Supermix (Bio-Rad Laboratories) with the following forward and reverse primers: 5′-CAAGATATTCGCCGCGTCCCTCCC-3′ and 5′-GACTATGATAGCCGGCTTCTAT-3′. Serial dilution of plasmid encoding our HIV-1Δenv were subjected to quantitative PCR in parallel to generate a standard curve for quantification of RNA from viral pellets.

Cell counts

Following the siRNA transfection protocol in the COS-1 cells described in the Transfections, cell harvests, IPs, and WB section, cells were plated at ~100,000 cells per well and counted on days 2, 3, 4, and 5 of the KD protocol. Media from cells were removed, cells were washed once with PBS, and cells were trypsinized (25,000; Gibco). Trypsinized cells were resuspended in media, and twofold dilutions of cells were prepared in 0.4% Trypan blue solution (1:154; Sigma-Aldrich) to stain nonviable cells. For each well, two dilutions of cells were counted in duplicate for viable cells using a hemocyt- ometer [WWR 15170–208]. The mean cell counts were calculated and plotted as a log10 viable cell number over time (days) ±SD.

Rescue of siRNA depletion of DDX6

COS-1 cells were transfected with siRNA, as described in the previous sec- tion, with the following modifications. On day 3, cells transfected with control siRNA were transfected with 1 µg pcdNA DDX6 siRNA sensitive and cells transfected with DDX6-specific siRNA were transfected with 1 µg pcdNA DDX6 sensitive (the same plasmid the control KD received), pcdNA DDX6 re- sistant (siRNA-resistant construct), or pcdNA DDX6 E247A resistant (siRNA- resistant mutant construct). On day 4, 1.5 µg HIV-GFP was transfected into cells that had received the siRNA-sensitive DDX6 construct. The remaining cells were transfected with an HIV construct that matched the DDX6 encoded by the pcdNA transfected on day 3 (either HIV-DDX6 siRNA resistant or
HIV-DDX6 E247A siRNA resistant). Transfection of the rescue constructs as both pcDNA expression vectors and HIV expression vectors ensured that rescue constructs were expressed optimally.

**CD4+ T cell isolation, culture, and siRNA nucleofection**

Peripheral blood mononuclear cells were obtained from the Seattle Assay Control study. Following informed consent in accordance with procedures approved at the Fred Hutchinson Cancer Research Center, cells from healthy donors were separated by leukapheresis and immediately frozen. Peripheral blood mononuclear cells from anonymous donors were thawed in serum-free media (AIM V; Invitrogen). CD4+CD3+ T cells were isolated from thawed peripheral blood mononuclear cells by negative selection (EasySep Human CD4+ T/CD3+ cell enrichment kit; STEM-CELL Technologies) and resuspended in AIM V supplemented with 2 mM Glutamax (Invitrogen) at a concentration of 5 x 10^5 cells/ml. Cells were allowed to rest overnight and then resuspended in activation media (AIM V media, 2 µg/ml PHA [50 U/ml II-2; Thermo Fisher Scientific], 0.5 µl/ml mouse anti-human IFNα [no. 21385-1; PBL InterferonSource], 0.125 µl/ml mouse anti-human IFNα/β receptor [MAb411; EMD Millipore], and 2 mM Glutamax). After 72 h, activated cells were transfected with control siRNA1 or DDX6-specific siRNA by electroporation (500 pmol siRNA for 10 x 10^6 cells; Human CD4+ T cell nucleofector kit, VAPA-1002, program T-023; Lonza). After transfection, cells were resuspended in growth media (same as activation media but without PHA). At 72 h after transfection, cells were infected at a multiplicity of infection of two by incubating cells with virus for 5 h. After infection, cells were washed to remove remaining inoculum and resuspended in growth media. At 0, 24, 48, and 72 h after infection, cells and media were collected for analysis, and remaining cells were washed and resuspended in growth media.

**VLP preparation**

For VLP analysis, media were centrifuged (10 min at 900 g; GH3.8 rator; Beckman Coulter) and passed through a 0.45-µm syringe filter to remove cells and then pelleted through a 30% sucrose cushion for 30 min at 4°C at 485,000 g. After pelleting, supernatants were aspirated; pellets were harvested in NP-40 buffer, and aliquots were analyzed by SDS-PAGE and WB, as previously described.

For preparation of virus stocks, media were centrifuged (10 min at 900 g; GH3.8 rator) and passed through a 0.45-µm syringe filter to remove cells and then pelleted using an SW40Ti rotor (Beckman Coulter) for either 34 min at 4°C at 284,570 g or 90 min at 20°C at 50,000 g.

**Virus infectivity measurements**

COS-1 cells were transfected as previously described, and virus was harvested as described for VLP preparation. Infectivity was measured by titration stocks on TZM-bl cells (obtained from J.C. Kappes and X. Wu [University of Alabama, Birmingham, AL] and Tranzyme, Inc. through the National Institutes of Health AIDS Research and Reference Reagent Program, Division of AIDS, and National Institute of Allergy and Infectious Diseases). Infection of TZM-bl cells was facilitated by the addition of 20 µg/ml DEAE dextran and by spinoculation (2 h at 2,500 rpm in a centrifuge [Allegro 6; Beckman Coulter] using a GH3.8 rator). Infectious units were determined by X-Gal staining and/or counting blue cells. For the primary T cell experiments, instead of X-Gal staining, a MUG (4-methylumbellifere [β-galactopyranoside] substrate) was used, and the change in MUG fluorescence over time per volume of media was measured on a plate reader (Flx800; BioTek Instruments, Inc.) and used to compare infectivity between samples.

**Infection of COS-1 cells for IEM**

VSV-G–pseudotyped VLPs were generated by transfecting 293T cells with VSV-G (pMD2.G; obtained from D. Trono [Swiss Institute of Technology, École Polytechnique Fédérale de Lausanne, Lausanne, Switzerland, via Addgene]) at a ratio of 3:1 or 9:1 and harvesting virus by pelleting, as described for VLP preparation. Virus was titered on TZM-bl cells, as previously described, and cells were infected with virus at a multiplicity of infection of 10–50 using 20 µg/ml DEAE dextran and spinoculation, as described in the previous section. After infection with virus for 12–15 h, cells were washed three times with media to remove virus inoculum. Infected cells were harvested at 36 h after infection in 3% PFA and 0.025% glutaraldehyde in 0.1 M phosphate buffer, pH 7.4, pelleted, and subjected to high-pressure freezing using the high-pressure freezer (EMPACT2; Leica) followed by freeze substitution. Samples were infiltrated overnight with embedding resin [LR White; London Resin Company Ltd]) in ethanol, changed to straight LR White, embedded in gelatin capsules (Electron Microscopy Sciences), and cured overnight in a UV light cytocryochamber at 4°C. ~50-nm sections were placed on grids, treated with 0.05 M glycine for 20 min at room temperature, rinsed in PBS, blocked for 45 min with 1–5% BSA [Electron Microscopy Sciences], and washed in PBS with 0.1% BSA/C (Electron Microscopy Sciences). The monoclonal antibody directed against HIV-1 Gag (described in the Transfections, cell harvests, IPs, and WB section) was used at a final concentration of 0.25 mg/ml diluted with 0.1% BSA-C in PBS and was detected with goat α-mouse IgG conjugated to 15-nm gold (diluted 1:1 with 0.1% BSA/C and 0.005% Tween 20 in PBS to ~0.7 mg/ml, and detected with goat α-rabbit IgG conjugated to 15-nm gold diluted 1:1 with 0.1% BSA/C and 0.005% Tween 20 in PBS. Affinity-purified, peptide-specific rabbit α-DDX6 was prepared, as previously described, diluted with 0.1% BSA-C and 0.005% Tween 20 in PBS to ~0.7 mg/ml, and detected with goat α-rabbit IgG conjugated to 15-nm gold diluted 1:1 with 0.1% BSA/C and 0.005% Tween 20 in PBS. Affinity-purified, peptide-specific rabbit α-AOGO2 was prepared and used in the same manner as for α-DDX6, except that Tween was not added to the primary or secondary antibodies. For control experiments, grids were subjected to the following series of 1-h incubations: α-DDX6 or α-AOGO2 primary, gold-conjugated goat α-rabbit IgG secondary, α-Gag primary, and gold-conjugated goat α-mouse IgG. Between incubations, grids were rinsed three times with PBS and six times with 0.1% BSA/C in PBS. Sections were then fixed with 2% glutaraldehyde in PBS for 10 min at room temperature and rinsed in deionized water. Samples were poststained with uranyl acetate for 15 min and lead citrate for 5 min, and stained sections were examined using a transmission electron microscope (JEM-1230; JEOL). WT Gag and GagΔp2NC-p1-p6 sections were processed in parallel on the same day in each experiment, and the double-labeling experiment was performed twice. Single-labeling control experiments were performed to confirm specificity of primary antibody labeling and including comparisons to labeling with nonimmune rabbit IgG (Bethyl Laboratories, Inc.) and labeling in the absence of primary antibody. Pictures were taken using a 2k x 2k camera (UltraScan US10000; Gatan, Inc.) and DigitalMicrograph software (Gatan, Inc.), saved as TIFF files, and opened in Photoshop (Adobe). Contrast adjustments were made uniformly for the entire image in Photoshop.

To quantify colocalization, each grid was divided into nine nearly equivalent regions. If cells were present within a region, photographs were taken of Gag labeling at the membrane of up to two randomly selected cells at a magnification of 15k. Once all images were obtained, sites of assembly, referred to as regions of clustered Gag (RCGs), were marked. An RCG was defined as a 100-nm zone (which is approximately equivalent to the diameter of an immature VLP) plus an additional 35-nm zone on either side of the RCG. The additional 35 nm was included to account for the distance from the labeled antigen added by the primary and secondary antibody plus the gold bead. To be counted, RCGs had to contain at least three 6-nm gold particles. Sites where membrane deformation, dark staining, and Gag labeling were all present were marked first. Next, the remaining sites that met the aforementioned criteria for RCGs were marked, starting from one edge of the photograph and moving to the other. Clusters of Gag protein that overlapped with an existing marked site <100 nm from the edge of the image field or further than 100 nm from the membrane were excluded from the analysis. For each RCG marked, the 100-nm inner diameter of the site was first centered on the Gag cluster and then aligned tangentially with the membrane such that the 100-nm zone was mostly within the cell. Colocalization was determined by examining each RCG for 15-nm gold DD6X or AG02 label. If 15-nm gold labeling occurred within the 170-nm RCG zone, it was scored as positive. The RCGs were classified as targeted Gag if there was no membrane deformation or electrondense staining at the membrane, an early PM site of assembly if there was electrondense staining with or without membrane deformation that formed a bud that was <50% complete, and a late PM site of assembly if membrane deformation formed a bud that was >50% complete. Percentage of colocalization was defined as the ratio of percentage of colocalization to nonimmunolabeling. Colocalization was defined as the ratio of percentage of colocalization of WT Gag over percentage of colocalization of GagΔp2NC-p1-p6, which was calculated separately for targeted, early, and late assembly sites. For the represent two separate live cell experiments. Relevant quantification parameters are summarized in Table 1.

To quantify DDX6 labeling in cells depleted of DDX6 or cells treated with control siRNA1, two independent KD experiments were performed. Cells exhibiting Gag labeling were selected at random (13 cells from the first experiment and 10 cells from the second experiment). Once a cell was selected, the entire periphery of the cell was scanned for Gag labeling. If Gag labeling was present, the region was imaged. If after scanning the entire cell the total area imaged was less than 10 µm², then additional images were
from the cell at random to obtain at least ~10^6 cells for analysis. For each cell, the total DDX6 label was determined and divided by the total area examined to obtain DDX6 label/μm². Determination of targeted versus early versus late Gag at the PM is described in the legend for Fig. 5.

**Densitometry**

We quantified viral protein expression by quantification of bands on WBs using ImageQuant software (National Institutes of Health) or Image Studio software (LI-COR Biosciences).

**Online supplemental material**

Fig. S1 shows that upon transfection, some but not all siRNA control oligonucleotides reduce steady-state Gag levels in cells. For KD experiments in this manuscript, we chose an siRNA control oligonucleotide that did not reduce Gag levels. Fig. S2 shows that DDX6 KD has no effect on cell viability using cell counts performed on successive days of a KD experiment. Fig. S3 uses commercial antibodies in IPs and WBs to validate the peptide antisera that we generated against DDX6 and AGO2 and used for IEM. Online supplemental material is available at http://www.jcb.org/cgi/content/full/jcb.201111012/D1C1.
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