Diffusion Coefficient of Fluorescein-labeled Tubulin in the Cytoplasm of Embryonic Cells of a Sea Urchin: Video Image Analysis of Fluorescence Redistribution after Photobleaching
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ABSTRACT The diffusion coefficient of tubulin has been measured in the cytoplasm of eggs and embryos of the sea urchin Lytechinus variegatus. We have used brain tubulin, conjugated to dichlorotriazinyl-aminofluorescein, to inject eggs and embryos. The resulting distributions of fluorescence were perturbed by bleaching with a microbeam of light from the 488-nm line of an argon ion laser. Fluorescence redistribution after photobleaching was monitored with a sensitive video camera and photography of the television-generated image. With standard photometric methods, we have calibrated this recording system and measured the rates of fluorescence redistribution for tubulin, conjugated to dichlorotriazinyl-aminofluorescein, not incorporated into the mitotic spindle. The diffusion coefficient \( D \) was calculated from these data using Fick's second law of diffusion and a digital method for analysis of the photometric curves. We have tested our method by determining \( D \) for bovine serum albumin (BSA) under conditions where the value is already known and by measuring \( D \) for fluorescein-labeled BSA in sea urchin eggs with a standard apparatus for monitoring fluorescence redistribution after photobleaching. The values agree to within experimental error. \( D_{\text{tubulin}}^{\text{cytoplasm}} = 5.9 \pm 2.2 \times 10^{-8} \text{ cm}^2/\text{s} \); \( D_{\text{BSA}}^{\text{cytoplasm}} = 8.6 \pm 2.0 \times 10^{-8} \text{ cm}^2/\text{s} \). Because \( D_{\text{BSA}}^{\text{cytoplasm}} = 68 \times 10^{-8} \text{ cm}^2/\text{s} \), these data suggest that the viscosity of sea urchin cytoplasm for protein is about eight times that of water and that most of the tubulin of the sea urchin cytoplasm exists as a dimer or small oligomer, which is unbound to structures that would impede its diffusion. Values and limitations of our method are discussed, and we draw attention to both the variations in \( D \) for single proteins in different cells and the importance of \( D \) for the upper limit to the rates of polymerization reactions.
of fluorescence in the specimen, and images from a video monitor were recorded on photographic film. The diffusion constant was calculated by a numerical analysis, based on Fick's second law of diffusion, using the recovery profiles of fluorescence at various times after photobleaching. We calibrated the method with fluorescein-tagged BSA in solutions of various concentrations of glycerol (16). Our measured value of DTAF-tubulin is compared here with values for other proteins in various cell types and used elsewhere in analysis of tubulin assembly pathways (8).

MATERIALS AND METHODS

Reagents: Microtubule protein was purified from beef brain (17) and tubulin was labeled with dichlorotriazinyl-aminofluorescein (DTAF) from Research Organics, Cleveland, OH, as described by Keith et al. (18), with some modifications (19). For some experiments the DTAF-tubulin (dimer mol wt \( \approx 110,000 \)) was purified by phosphocellulose chromatography (18). In other experiments, DTAF-tubulin was purified by cycles of assembly in 1 M glutamate (19). Protein prepared by either method gave similar results. The average molar ratio of dye-to-protein was \( \approx 0.4 \) for the phosphocellulose purified tubulin based on an extinction coefficient for DTAF of 27,000, the value we measured in tubulin assembly buffer. For phosphocellulose-purified DTAF-tubulin, \( \approx 10-15\% \) of the fluorescence migrated at the dye front on SDS PAGE, while there was little fluorescence at the dye front with the glutamate procedure (19). Both preparations, however, yielded equivalent diffusion constants, indicating that the DTAF seen at the dye front in SDS PAGE is tightly associated with the tubulin under nondenaturing conditions. The DTAF-tubulin stocks were stored at \( -10^\circ \)C as 10-ml samples in liquid N\(_2\). Fluorescein isothiocyanate-labeled BSA (FITC-BSA), mol wt \( \approx 68,000 \), the generous gift of Michael Zavortink, had a dye-to-protein ratio of \( \approx 2 \). It was stored at \(-20^\circ\)C as a 4 mg/ml stock in 10 mM PO\(_4\), pH 7.0 buffer.

Injection of Eggs and Embryos: Eggs and embryos of \( L. \) variegatus were cultured in a Kiehart-Ellis "wedge" chamber (20) as described by Salmon et al. (8). The wedge chamber flattens these 155-\( \mu \)m-diam cells to \( \approx 75 \)\( \mu \)m in the dimension parallel to the microscope optic axis. About 0.5 h before injection, the eggs were transferred to a 0.5-ml sample of fresh injection buffer. Injection buffer was diluted 1:8 into injection buffer. Injections into living cells were performed using standard glass-needle procedures (21), modified for sea urchin embryos. The outside diameters of the needle tips were 0.5-1 \( \mu \)m. Between 15 and 40 embryos were injected \( \approx 15 \) min after fertilization. Injection volumes were estimated from the diameter of the bolus of injected fluid immediately after injection. From these numbers and the dimensions of the unflattened egg, we estimate that the volume of our injected samples ranged from 1 to 3% of the total cell volume.

Calibration Chambers: We calibrated our diffusion coefficient measurements using a 4 mg/ml FITC-BSA stock diluted 1:400 into distilled water mixed with various amounts of glycerol. These solutions were sealed between a \( 22 \times 22 \) coverslip and a slide; the coverslip was held above the slide by the 75-\( \mu \)m thickness of Scotch double-stick transparent tape (3M Company, Minneapolis, MN). This thickness approximated the thickness of a cell in the Kiehart-Ellis wedge chamber.

Fluorescence Microscopy, Photobleaching, and Video Recording: Fluorescence microscopy was performed using a Zeiss Universal microscope equipped with Zeiss fluorescein filters, -epi-fluorescence optics, HBO 200-W mercury burner, and a 25x/NA = 0.55 Zeiss Neofluor phase objective (Carl Zeiss, Inc., New York). The primary image was projected at about 4x magnification on the first photocathode of a Venetian camera; So, camera shutter; Lo camera projection lens; MON, video monitor; C\(_{35}\), 35-mm camera with double-focus Scotch tape.

With the \( \times 25 \) objective, the waist of the focused laser beam at the specimen plane was slightly asymmetrical, varying from 12 to 14 \( \mu \)m in diameter, as measured from photographs of the fluorescent produced by focusing the beam on double-focus Scotch tape.

During these experiments, the difficulties of focusing laser light in the specimen were overcome by using an electronic controller designed and fabricated by Hannaway and Associates, Boulder, CO. The controller used timing pulses from the Venus camera to synchronize shutter activity with the initiation of video frames. The same controller fired the shutter of the Nikon camera, which recorded the video images from a monitor after a delay of 2 video frames (\( \approx 60 \) ms) necessary to allow stabilization of the video electronics after the rapid increase in light intensity brought on by opening the specimen-shielding shutter. A second pair of shutters controlled the irradiation of the specimen by the laser. A 6-mm-diameter electronic shutter with front-aluminized leaves (Vincent Associates, Rochester, NY, model 225L, plus driver) controlled the laser beam irradiation of the specimen. An additional shutter (25-mm diam, Vincent Associates, model 225L, plus driver) was mounted in front of the video camera. This shutter was usually open, but closed during laser photobleaching to prevent damage to the photocathode of the Venus camera. These two shutters were controlled by a homemade timer, which allowed both individual and gang operation for exposures ranging from 10 ms to 10 s.

During these experiments, three different lasers were used (see acknowledgments). Their beam powers ranged from 15 to 100 mW. Two air-cooled argon lasers were operated at their 488-nm line while a He-Cd laser was operated at...
442 nm. Photobleaching times varied from 2 to 8 s.

In a typical experiment, our procedure was as follows: (a) The location of the focused laser beam, attenuated by a 3 OD neutral-density filter, was marked on the video monitor by the location of the laser beam fluorescence on a piece of double-sided Scotch tape. (b) Under epi-illumination from the HBO 200-W lamp, which was attenuated to minimize photobleaching, the specimen was positioned with respect to the mark on the monitor and brought to focus. (c) Whole-field epi-illumination was used to record a 0.5-s exposure of the specimen field through the video camera onto 35-mm film before bleaching. (d) Photobleaching was performed with the full power of the laser. (e) By using full-field epi-illumination with dim light, we made photographic recordings within 1 s after completion of the photobleach and at ensuing intervals to record recovery. We have shown that the bleaching introduced by the illumination necessary for recording with video photography was negligible so long as no more than ten 0.5-s photographs of the video monitor were made.

**Fluorescence Intensity vs. Film Density:** In our image-recording scheme, light intensity at the specimen plane \( I \) is converted to optical density on the 35-mm film \( OD \). Photographed from the monitor. The Venus DV-2 low light-level camera uses a vidicon tube with two "generation 1" image intensifiers at the input. Like film, the vidicon tube is a logarithmic detector of light, gamma = 0.7. We determined the relationship between \( OD \) and \( I \) with a demagnified photograph \((1 \times 10 \text{ mm})\) of a standard Kodak transparent grey scale. The grey scale was placed on the field diaphragm of the microscope beneath a Zeiss Plan, NA = 1.4, trans-illumination condenser. The grey scale was illuminated by 546-nm light passing through an interference filter that had a 15-nm bandwidth. A \( \times 16/\text{NA} = 0.33 \) Zeiss Plan objective was used to produce an image of the grey scale on the video monitor where it was photographed with the 35-mm camera. The Venus camera and monitor controls were set as for the photobleaching experiments. Transillumination of the specimen field by Kohler illumination gives nearly uniform intensity across the central field of view in the microscope, but an image of the specimen field without the grey scale was recorded as a control for uneven illumination, vignetting, and shading in the camera. Negatives were scanned using a Joyce-Loebl (model 3C) microdensitometer. The cross section of the measurement beam was adjusted to be equivalent to a 2 \( \times 4 \mu\text{m} \) rectangle at cellular dimensions. The long axis of the measurement beam was normal to the scan direction. The optical density of the image of the wedge negative was corrected for shading and uneven illumination, then plotted against the corresponding optical density steps in the original grey scale as shown in Fig. 2.

Light intensity through the optical density wedge is given by:

\[
\log \frac{I}{I_0} = -OD_{O.D.},
\]

where \( I \) is the light intensity at a step along the grey scale wedge with a given optical density \( OD \), and \( I_0 \) is the intensity of the light illuminating the grey scale. As seen in Fig. 2, the change in \( OD \) for the negative image photographed from the video monitor is proportional to the negative change in \( OD \) over at least a 0.5 \( OD \) range. Within this range the reciprocal of the slope of the line through the data gives the log of the ratio of two specimen light intensities, \( I_0/I_0 \), as

\[
\log \frac{I_0}{I_0} = TF(OD_{O.D.} - OD_{O.D.}),
\]

where \( TF \) is the transfer coefficient of the measurement system. Because Fig. 2 is a log-log plot, the calibration curve is not expected to intercept at the origin. \( OD = 0 \) represents the unexposed optical density of the film. The value of \( TF \) ranged between 0.375 and 0.5, depending on the type of monitor used. Because \( TF \) is less than 1, contrast in the photographic negative is greater than contrast in the corresponding specimen intensity distribution.

**Numerical Analysis of Optical Density Profiles:** Diffusion coefficients were calculated by numerical analysis of prebleach and recovery optical density profiles scanned along the same direction through the center of the bleached region. This procedure is described in Results and the legend for Fig. 5. The Cartesian coordinates of points along an optical density profile were digitized into an Apple II Plus computer (Apple Computer, Inc., Cupertino, CA) using a Houston Instruments Hi-Pad digitizer (Austin, TX).

**RESULTS AND ANALYSIS**

**FRAP of Eggs and Embryos**

Unfertilized eggs and first division mitotic cells were photobleached for 4–8 s with a focused laser beam of waist diameter 12 \( \pm 1 \mu\text{m} \). Examples of bleaching and of subsequent fluorescence redistribution are shown in Fig. 3.a for an unfertilized egg and in Fig. 3.b for a first mitotic cell. Fig. 4 illustrates the changes in the fluorescence profiles after bleaching, measured by optical density line scans through the center of the bleached region on the photographic negatives. In this example, photographs of the video monitor were taken 3 s before, 1 s after, and then at various subsequent times using the cell shown in Fig. 3.b. After 20–30 s the fluorescence distribution becomes nearly uniform, but the bleaching caused by the short, intense laser pulse and the repeated dim epi-illuminations for photography has reduced the total fluorescence by \( \sim 10\%\).

Considerable redistribution of fluorescence occurs during the 8-s period of bleaching. The apparent diameter of the bleached region 1 s after bleaching is two to three times greater than the waist diameter of the focused laser beam (Fig. 3). For shorter bleaching times, smaller-diameter bleached spots were formed, but the extent of fluorescence bleaching was less. The electronic noise in the video system corresponded to \( \pm 0.05 \text{ OD} \) on the film negatives. This noise limits the accuracy of fluorescence intensity measurements in our video-recording system, so quantitating the recovery of small, short bleaches was not possible. Without a more intense laser light source, bleaching periods \( <4\text{ s} \) did not give sufficient gradients in fluorescence intensity to yield accurate results in the diffusion coefficient (\( D \)) analysis. However, our method for analyzing the redistribution of fluorescence does not depend on short bleach times. We have used an approach that allows us to determine \( D \) from bleaches with approximate cylindrical symmetry, regardless of the duration of the bleach relative to the time for subsequent fluorescence redistribution.

**Analysis Procedures for Determination of Diffusion Coefficients**

The magnitude of the diffusion coefficient (\( D \)) in the sea urchin cell cytoplasm can be calculated from the fluorescence intensity redistribution profiles through the center of the bleached region (Fig. 4). For this analysis, we assume that

---

**FIGURE 2** The change in film optical density (\( OD \)) of photographic exposures taken of a video monitor when the optical density calibration grey scale (\( OD_{cal} \)) is projected into the specimen field of the microscope. Data were taken and analyzed as described in the text.
FIGURE 3 Photographs of the fluorescence distribution of an unfertilized egg (a) and first division embryo (b) before and during recovery following laser photobleaching of a central, cytoplasmic region. Time, hours:minutes:seconds, is given in each frame by a video time-date generator in series between the low-light-level Venus DV-2 video camera and the video monitor. The cell in a was photobleached for 8 s. Bleaching ended at 14:42:49. The cell in b was photobleached for 4 s. Bleaching ended at 12:46:57. Bar, 20 μm. x 275.

(a) the bleached region is cylindrically symmetrical about the axis of the laser beam, and (b) bleaching does not vary along the axis of symmetry so that axial diffusion can be neglected. In this article we have also assumed that cytoplasm is both homogeneous and isotropic, but an advantage of our approach is that these restrictions could be removed. With these assumptions, diffusion of DTAF-tubulin into the bleached region is radial in two dimensions. The concentration of unbleached DTAF-tubulin is then only a function of the time, \( t \), and of the radius, \( r \), from the axis of symmetry of the bleach. Fick's second law of diffusion becomes:

\[
\frac{\partial C(r, t)}{\partial t} = D \frac{\partial^2 C(r, t)}{\partial r^2} + \frac{1}{r} \frac{\partial C(r, t)}{\partial r},
\]

where \( C(r, t) \) is the concentration of tubulin in molecules/cm\(^3\) at time, \( t \), and radius, \( r \) (22, 23). The fluorescence intensity of DTAF-tubulin, \( F(r, t) \), is given by:

\[
F(r, t) = \alpha C(r, t) I_{eo},
\]

where \( \alpha \) is a proportionality constant related to objective numerical aperture, objective depth of field, and the cell thickness (14). \( I_{eo} \) is the intensity of the epi-illumination in the specimen field. Because \( F(r, t) \) is proportional to \( C(r, t) \), Eq. 3 can be written as:

\[
\frac{\partial F(r, t)}{\partial t} = D \frac{\partial^2 F(r, t)}{\partial r^2} + \frac{1}{r} \frac{\partial F(r, t)}{\partial r}.
\]

The diffusion constant for DTAF-tubulin in the sea urchin cytoplasm was calculated from Eq. 5 by numerical analysis of the distributions of fluorescence using optical density re-
covery profiles similar to those in Fig. 4. For each profile (i) of optical density at time \( t_i \) in seconds after photobleaching, the ordinate position, \( y(r_m, t_i) \) measured in millimeters, was digitized into a computer at multiple radial distances, \( r_m \), measured from the axis of symmetry. \( \Delta r \) equals a unit of radial distance. To correct for shading in the camera and uneven epi-illumination, radial points along the prebleached (p) profile, \( y(r_m, p) \), were also digitized. For each \( r_m \), fluorescence intensity normalized by the prebleach magnitude, \( NF(r_m, t_i) \), is calculated from Eq. 2 by:

\[
NF(r_m, t_i) = \log^{-1}(y(r_m, t_i) - y(r_m, p) \times SF \times TF),
\]

where \( SF \) is the scale factor in \( OD \)/millimeter and \( TF \) is the proportionality constant relating logarithmic changes in light intensity to \( OD \) (see Eq. 2 and Fig. 2).

At a radial distance \( (r_m + 0.5\Delta r) \), the average diffusion constant, \( D(r_m, t_i) \), is calculated from Eq. 5. The derivatives of fluorescence with respect to time may be approximated constant, the relevant equations are shown below.

\[
D(r_m, t_i) = DF(r_m, t_i)/(SD(r_m, t_i) + FD(r_m, t_i)),
\]

where

\[
NF(r_m, t_{i+1}) - NF(r_m, t_i)
\]

\[
DF(r_m, t_i) = \frac{-NF(r_m, t_i) + NF(r_{m+1}, t_{i+1}) - NF(r_{m+1}, t_i)}{2(t_{i+1} - t_i)};
\]

\[
SD(r_m, t_i) = \frac{0.66(NF(r_{m+2}, t_i) - NF(r_m, t_i))}{2\Delta r^2} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_m, t_{i+1}))}{2\Delta r^2} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_{i+1}))}{2\Delta r^2} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_i))}{2\Delta r^2} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_{i+1}))}{2\Delta r^2} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_i))}{2\Delta r^2}.
\]

\[
FD(r_m, t_i) = \frac{0.66(NF(r_{m+2}, t_i) - NF(r_m, t_i))}{2\Delta r(r_m + 0.5\Delta r)^3} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_m, t_{i+1}))}{2\Delta r(r_m + 0.5\Delta r)^3} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_{i+1}))}{2\Delta r(r_m + 0.5\Delta r)^3} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_i))}{2\Delta r(r_m + 0.5\Delta r)^3} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_{i+1}))}{2\Delta r(r_m + 0.5\Delta r)^3} + \frac{0.33(NF(r_{m+2}, t_{i+1}) - NF(r_{m+1}, t_i))}{2\Delta r(r_m + 0.5\Delta r)^3}.
\]

\[ D(r_m, t_i) \] is calculated at different radii (by letting \( m \) vary from 1 to \( IM \), where \( IM \) is the highest value of the index \( m \)) and at different times (by letting \( i \) vary from 1 to \( IM - 1 \), where \( IM \) is the maximum value of the index \( i \)). The useful values of \( D(r_m, t_i) \) are then averaged to give the best estimate of \( D \).

A sample computer printout is shown in Fig. 6, which is the analysis of the experiment shown in Figs. 3 and 4. For negative values of \( r_m \), Eqs. 7-10 must be appropriately modified to match the scheme shown in Fig. 5. Because the slopes of the recovery curves are small, the calculated diffusion coefficients for later recovery times or large radial distances can vary considerably from the average value. Values of \( D \) from the edges of the bleach were discarded in calculating average values for the diffusion coefficient. Note also that with this method, values for the diffusion coefficient cannot be calculated from the data at \( r = 0 \).

**Calibration**

The numerical accuracy of our video image analysis method was initially tested by calculating diffusion coefficients from published concentration profiles of diffusion experiments. Concentration distributions for various times during inward cylindrical diffusion are plotted by Crank (22, Fig. 5.3) and by Carslaw and Jaeger (23, Fig. 24). For a given value of \( D = 5 \times 10^{-8} \text{cm}^2/\text{s} \), our graphical method yielded \( D = 4 \pm 2 \times 10^{-8} \text{cm}^2/\text{s} \). Distortions in the published curves may account for this small difference between our measured value and the expected value of \( D \). We experimented with different radial distances over which we could obtain average values for the differentials in Eq. 5. The four-radial-point scheme shown in Fig. 5 and given by Eqs. 7-10 was the most accurate and least sensitive to noise irregularities in the profile tracings.

Final calibration of the method was obtained by measuring values of the diffusion coefficients for FITC-BSA in various glycerol/H2O solutions (16). These measured values are compared in Fig. 7 to the value of the diffusion constant predicted from the Stokes'–Einstein diffusion equation, the viscosity of the glycerol solutions, and the published diffusion coefficient for BSA in aqueous media, \( D_{BSA}^{WS} = 68 \times 10^{-8} \text{cm}^2/\text{s} \) (24, 25). From the Stokes'–Einstein equation (13),

\[
D = kT/6\pi\eta a,
\]

and

\[
D_2/D_1 = (T_2/\eta/\eta_1)(MW_1/MW_2)^{1/3},
\]

where \( k \) is Boltzman's constant, \( T \) is temperature in °K, \( \eta \) is the coefficient of viscosity, and \( a \) is the equivalent spherical radius of the particle. To a first approximation, the radius \( a \) is proportional to the cube root of the particle molecular weight, \( MW \). \( D_{BSA}^{WS} \) was calculated from Eq. 12 using the known value of \( D_{BSA}^{WS} \) and values of \( \eta \) obtained from the Handbook of Chemistry and Physics (26) for the glycerol solutions and corrected for \( T = 25^\circ \text{C} \). The application of the Stokes'–Einstein equation is a first approximation, in that \( \eta \) is quite temperature-sensitive at higher glycerol concentrations. Further, hydration effects on the radius, \( a \), have been ignored (16). This analysis (Fig. 7) does demonstrate, however, that our image analysis method for measurement of the diffusion coefficient is accurate to within 10–60% over the range of diffusion coefficient values between 15 and \( 0.3 \times 10^{-8} \text{cm}^2/\text{s} \), the range of diffusion constant values reported for FITC-BSA in living cells (25, 27, 28).
Measurements of Cytoplasmic Diffusion Constants

The average value measured for the cytoplasmic diffusion constant for FITC-BSA in the sea urchin egg was $D_{\text{BSA}} = 8.6 \pm 2 \times 10^{-8} \text{cm}^2/\text{s}$ (number of samples, $n = 5$). For DTAF-tubulin, the average value of $D_{\text{tub}} = 5.9 \pm 2.2 \times 10^{-8} \text{cm}^2/\text{s}$ ($n = 11$). Similar values of $D_{\text{tub}}$ were obtained for unfertilized and fertilized eggs, although the average value for unfertilized eggs, $4.7 \times 10^{-8} \text{cm}^2/\text{s}$ ($n = 4$) was noticeably slower than for first mitotic embryos, $6.8 \times 10^{-8} \text{cm}^2/\text{s}$ ($n = 7$).

Analysis of fluorescence recovery profiles for families of densitometric scans through the center of bleached regions in orthogonal directions gave the same average value of $D$, within the accuracy of the method (data not shown).

DISCUSSION

We have described a new way to measure diffusion coefficients of fluorescent molecules in cells and have applied the
method to sea urchin zygotes to measure the diffusion coefficient \(D\) of tubulin and BSA in vivo. Our approach to measuring \(D\) by video image analysis of FRAP (video FRAP) has two significant advantages. The values of \(D\) calculated do not depend critically on the initial profile of fluorescence after bleaching or on the duration of the bleach relative to the diffusion rate. Both of these boundary conditions are significant constraints on the accuracy of the standard photometric methods for determining \(D\) from the rate of redistribution of fluorescence after photobleaching, integrated throughout a bleached region (14, 15). Further, while our calculation of \(D\) is based on the assumption of cylindrical symmetry in the bleached region, a slightly asymmetrical bleaching beam yielded the same value of \(D\) when scanned in orthogonal directions.

Measurement of tracer diffusion coefficients by the analysis described here is limited to the diffusion of a single component which strictly follows Fick's Law. Multiple components or flow would complicate the analysis (13, 14). It is difficult to measure a small percentage (5%) of immobile fluorescent analog. Another disadvantage of our method is the limit on accuracy imposed by the sensitivity and signal-to-noise characteristics of the low light-level video camera, the photobleaching of the fluorochrome during photographic recording intervals, and the data acquisition rate. These disadvantages were not significant for measurement of the tracer diffusion coefficients of tubulin and BSA in the large cells of the sea urchin egg and first-division embryos (vol = 80 pl, 115 \(\mu m\) diam). In these cells, a low-magnification objective with relatively small numerical aperture \((\times 25/\text{NA} = 0.5)\) gave sufficient resolution and illumination intensity. The epi-illumination intensities required to give usable images for a 0.5-s exposure did not significantly bleach the total cell fluorescence during the accumulated photographic exposures required to track the recovery of fluorescence after photobleaching. In the experiments reported here, the rate of data acquisition is limited by the 0.5-s photographic exposure interval and the size of the bleached region. The exposure interval was chosen as the best compromise between maximizing image quality, through video frame averaging, and maximizing the rate of data acquisition. The beam diameter of 13 \(\pm 1\ \mu m\) was a compromise between maximizing the spatial resolution in fluorescence recovery profiles and minimizing the percentage of total cell fluorescence bleached (estimated to be \(\sim 10\%\) on the basis of total egg fluorescence before and after our experiments). Under these conditions, the accuracy of the recovery profile image analysis method is comparable to the accuracy of the standard photometric technique (15, 16, 25, 27, 28).

Application of our method for measurement of diffusion coefficients to small specimens and specimen regions that contain lesser total amounts of fluorochrome must be done with care. Higher-magnification objectives with greater numerical apertures will be needed for higher resolution video images; higher epi-illumination intensities will be required for usable video images. The higher epi-illumination intensities could produce significant bleaching of the fluorescent probe during the photographic exposure necessary for image averaging to produce usable image quality.

Experimental and theoretical aspects of photometric measurement of \(D\) by analysis of FRAP are well established (13-15). Values of \(D\) measured by the video FRAP technique described here should be identical to values measured by the photometric technique. As an additional test of the accuracy of the video-image analysis method, the diffusion constant for FITC-BSA in unfertilized eggs of \(L.\ variegatus\) was measured using photomultiplier FRAP instrumentation kindly provided by Ken Jacobson (University of North Carolina) (15, 16, 27). A value of \(D_{\text{BSA}} = 9.7 \pm 0.84 \times 10^{-8}\ \text{cm}^2/\text{s}\) \((n = 9)\) was obtained using a \(\times 10/\text{NA} = 0.25\) objective (Wadsworth, P., E. D. Salmon, and K. Jacobson, unpublished results). This value is nearly identical to the value measured here \((8.6 \pm 2.0 \times 10^{-8}\ \text{cm}^2/\text{s})\) and substantiates our contention that the mobility of fluorescent molecules can be analyzed by the video FRAP method described here. Comparison of the experimental data to the theoretical curve in Fig. 7 indicates that our video FRAP measurements of tracer diffusion coefficient may overestimate the actual value by 10-20% in the range of 2.5-15.0 \(\times 10^{-8}\ \text{cm}^2/\text{s}\). This overestimation may be due to the contribution of axial diffusion, which we have neglected in our analysis scheme.

Our measurements of \(D\) for FITC-BSA in cytoplasm suggest that the cytoplasmic viscosity of sea urchin eggs and embryos is about eight times the viscosity of water, based on the ratio of \(D\) in sea urchin cell cytoplasm \((8.6 \pm 2 \times 10^{-8}\ \text{cm}^2/\text{s})\) and in water \((68 \times 10^{-8}\ \text{cm}^2/\text{s})\) compared by Eq. 5. The Stokes’-Einstein equation predicts that a diffusion coefficient will vary with the cube root of the particle molecular weight (Eqs. 5 and 6). The diffusion coefficient determined for DTAF-tubulin in the sea urchin cell cytoplasm is \(5.9 \pm 2.2 \times 10^{-4}\ \text{cm}^2/\text{s}, \sim 70\%\) of the value for FITC-BSA. Eq. 6 predicts a molecular weight for DTAF-tubulin consistent with its being a freely diffusible dimer or small oligomer in sea urchin cytoplasm. Our DTAF-tubulin is competent to polymerize both in vitro (19) and in vivo (29, 30). One can even see evidence for microtubule assembly in Fig. 3b where a spindle is viewed end-on as a fluorescent zone brighter than the rest of the cytoplasm. However, microtubules are not observed in

![Figure 7](image-url)
the cytoplasm of unfertilized sea urchin eggs nor outside the
spindle region in embryos at metaphase. These observations
suggest that, when tubulin is not assembled in microtubules,
it is not tightly bound to other immobile structural compo-
nents of the sea urchin cytoplasm. Further experiments
are required to rule out the possibility of active transport of large
tubulin aggregates.

Table I lists published diffusion coefficients that have been
measured for fluorescently tagged globular proteins in buffers
and in the cytoplasm of several different cell types. It is clear
from a comparison of the values measured for BSA
that the apparent cytoplasmic viscosity for this globular protein
depends significantly on the cell type used: 33-46 x 10^-8 cm/2/s
for A. proteus; 9-1 x 10^-8 cm/2/s for A. proteus; 5-12 x 10^-8 cm/2/s for A. proteus; 0.5-0.7 x 10^-8 cm/2/s for A. proteus. For chicken gizzard culture cells, all at comparable temperatures. Comparison, where possible, between the diffusion constants for other globular molecules shows a similar dependence on cell type. The origins of these differences are not yet known. They could depend on variations in the cytoplasmic rigidity and, hence, on the extent of assembly and the density of the cytoskeleton of the cell and
microtubular lattice in different cell types (25, 27). It is therefore not possible at this time to predict the value of diffusion coefficients in one cell based upon measurements obtained from another cell type.
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